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ABSTRACT

Microarray development is one of the basic biotechnological suggests that permit recording the enunciation levels of
thousands of  characteristics  simultaneously inside different  dissimilar  models.  A microarray quality enunciation
educational list can be speak to by an appearance table, where each line looks at to one picky quality, each segment
to a model, and each section of the grid is the conscious verbalization level of a particular quality in a model,
correspondingly.  A huge sales  of  microarray  quality  verbalization  data  in  helpful  genomics is  to  arrange  tests
according  to  their  quality  enunciation  profiles.  Close by the enormous  measure  of  characteristics  accessible  in
quality verbalization data,  simply a more modest  than typical  segment of them is productive for playing out a
convinced logical test. Regardless, for most quality verbalization data, the amount of planning tests is still little
diverged  from the  colossal  number  of  characteristics  related  with  the  assessments.  Right  when  the  amount  of
characteristics  is  essentially  more  imperative  than  the  amount  of  tests,  it  is  possible  to  find  naturally  relevant
associations of value lead with the model characterizations or response factors. In this way, one of the mainly huge
endeavors with the quality enunciation data is to recognize social occasions of co-coordinated characteristics whose
supportive  verbalization  is  unequivocally  associated  with  the  depiction classes  or  response  factors.  So  execute
feature subset assurance approach to manage decrease dimensionality, killing unnecessary data and augmentation
end precision and presents learning strategy which can accumulate characteristics subject to their relationship to
mine significant models from the quality verbalization data using Spatial EM estimation. It will in general be used to
figure spatial mean and rank based scatter cross section to eliminate huge models and further execute KNN (K-
nearest neighbor request) approach to manage investigation the diseases. A crucial finding is that the all-inclusive
semi  directed  batching  estimation  is  introduced  to  be  valuable  for  perceiving  naturally  tremendous  quality
gatherings  with  excellent  perceptive  limit.  An  ideal  sporadic  forest  area  based  figuring  is  proposed  for  the
examination
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I. INTRODUCTION

Information is a few genuine components, numbers, or
substance  that  can  be  dealt  with by a joined  laborer.
Today,  affiliations are  gathering titanic and mounting
extents of information in various courses of action and
different  data  bases.  This  encase,  for  example,
Operational or regard based pieces of information, for
example,  deals,  cost,  stock,  cash,  and  bookkeeping
Nonoperational data, for example, business deals, figure
information,  and  tremendous  extension  financial
information Meta information - information about  the
information  itself,  for  example,  genuine  data  base

devise  or  information  word  reference  definitions.  In
selecting,  an  information  movement  center  is  a  data
base  utilized  for  introduction  and  information
assessment.  It  is  an  imperative  store  of  information
which  is  arranged  by  combines  information  from
various isolating sources. Information transport centers
crowd current likewise as evident information and are
customarily  utilized  for  making  inclining  reports  for
senior association announcing, for example, yearly and
periodical  association.  The  informational  collection
aside  in  the  transport  place  are  moved  from  the
operational  structures,  (for example,  propelling, deals,
and  so  forth,  appeared  in  the  figure  aside).  The
information may encounter a prepared information store



for significant tasks before they are utilized in the DW
for  thought.  The  brand  name ETL-based  information
transport  center  uses  masterminding,  bargain,  and
access layers to house its key cutoff points. The creation
layer or figuring out record strategies harsh information
killed  from  everything  about  different  source
information frameworks. The joining layer encourages
the  assorted  enlightening  records  by  change  the
information  from  the  figuring  everything  out  layer
routinely dealing with this changed information in an
operational  information  store  (ODS)  data  base.  The
joined pieces of information are then enlivened to yet
an extra data base, occasionally called the information
flow center facilitator, where the information is picked
into reformist display regularly called assessments and
into genuine factors and complete genuine components.
The  course  of  action  of  genuine  elements  and
assessments  is  every  once  in  a  while  called  a  star
arranging.  The  section  layers  help  clients  with
recovering information.

An  information  stockroom  make  from  encouraged
information source structure needn't  bother with ETL,
putting  together  informational  collections,  or
engineered information store data bases. The arranged
information  source  frameworks  may  be  viewed  as  a
division  of  a  dispersed  operational  information  store
layer.  Information  affiliation  recommendation  or
information  virtualization  methodologies  may  be
utilized  to  portion  the  appropriated  solidified  source
information  frameworks  to  join  and  amount  to
information  quickly  into  the  information  dispersal
center data base tables. Not in the least like the ETL-
based  information  dispersal  center,  the  joined  source
information  structures  and  the  information  stockroom
are  each  coordinated  since  there  is  no  modify  of
dimensional  or  course  encounters.  This  joined
assessments  flow  center  headway  bolsters  the  drill
down  from  the  total  information  of  the  information
storeroom to the value based information of the united
source information structures. 

1. Different levels of analysis

Counterfeit  neural  organizations:  Non-direct  prescient
duplicate that learn through course of action and look
like regular neural frameworks in affiliation. 

Hereditary  calculations:  Optimization  methodologies
that usage techniques, for instance, innate mix, change,

and ordinary collection in an arrangement subject to the
start of basic new development. 

Choice trees: Tree-shaped structure that address sets of
decision.  These  decisions  produce  rules  for  the
gathering  of  a  dataset.  Unequivocal  decision  tree
methods  include  Classification  and  Regression  Trees
and Chi  Square Automatic Interaction  Detection.  The
two decision  tree  methodology used  for  request  of  a
dataset. They deftly a ton of concludes that you can be
appropriate  to  another  (unclassified)  dataset  to  guess
which  strategies  will  have  a  given  outcome.  Truck
divides a dataset by making 2-way parts while CHAID
sections using chi square tests to make multi-way parts.
Truck  generally  requires  less  data  game  plan  than
CHAID. 

Closest neighbor technique: A procedure that arranges
each confirmation in a dataset subject to a blend of the
classes  of  the  k  record(s)  basically  related  to  it  in  a
credible  dataset  where  k 1).  Sometimes  called  the  k-
nearest neighbor technique. 

Rule enlistment:  The extraction of  supportive if  rules
from data subject to arithmetical outcome. 

Information  perception:  The  visual  interpretation  of
complex  relationship in  multidimensional  estimations.
Representations  mechanical  assemblies  are  used  to
show data associations.

2. Classification 

Order is a brand name data mining practice reliant on
AI. In a general sense course of action is used to figure
out  everything  in  a  position  of  data  into  one  of
predefined store of classes or social affairs. Course of
action plot makes try of mathematical  techniques,  for
instance,  decision  trees,  straight  programming,  neural
framework and experiences. In portrayal, make the item
that can discover how to arrange the data substance into
social  affairs.  For  example,  can  relate  portrayal  in
application that "given each and every previous record
of  delegates  who left  the  association,  envision which
current specialists are probably going to leave later on."
For  the  present  circumstance,  disengage  the  laborer's
records  into  two  get-togethers  that  are  "leave"  and
"remain". Also, a short time later can ask data mining
programming to portray the delegates into each social
event 



II. RELATED WORKS 

In [1] et al presents the gathering rules depend upon the
dark  boundaries,  which  are  to  be  assessed  from  the
readiness  data.  Inside  seeing  different  far  off
discernments in the readiness data, the assessments of
the dark boundaries can be precarious as a result of the
unjustifiable  effect  of  these  atypical  insights.  High
breakdown assessment is a strategy proposed to remove
this  purpose  behind  concern,  by  conveying  assessors
that are generous to authentic turning by abnormalities,
slaughtering the effect of such atypical insights. In any
case,  in  isolate  assessment,  not  solely  are  the
inconsistencies  a  concern  yet  also  inliers.  In  the  K-
infers  batching,  the  abnormalities  for  one  assembling
might  be  the  inliers  for  others  affecting  the  plan
execution, while if there ought to emerge an event of
mixes  ofcourses;  the  present  condition  may  be
unquestionably more horrendous. The customary most
noteworthy  likelihood  assessors  are  impacted  by  the
proximity of special cases, in this way discrete. These
non-enthusiastic  assessors  sway  the  isolate  work,
provoking  the  helpless  gathering.  The  mda  approach
achieved  the  most  diminutive  bumbles  of
misclassification. It is in light of the fact that the mda
approach with most extraordinary likelihood assessors
works commendably inside the arrangement of desires
on which it is based. 

In  [2]  et  al  presents  the  movement  of  finding  and
depicting  new  species  falls  on  taxonomists.  The
investigation of logical arrangement has in like manner
been encountering decreasing amounts of experts over
the span of late many years. Additionally, the speed of
requested  exploration,  as  generally  practiced,  is
amazingly moderate. In seeing an animal assortment as
new to science,  taxonomists  use  a  gestalt  affirmation
system  that  fuses  various  characters  of  body  shape,
external  body characteristics,  and  pigmentation  plans.
They by then make wary  checks  and assessments  on
tremendous  amounts  of  models  from  various  masses
over the geographic extents of both the new and solidly
related  species,  and  recognize  a  ton  of  outside  body
characters that uncommonly investigate the new species
as  specific  from the  sum of  its  known relatives.  The
methodology is troublesome and can take years or even
quite  a  while  to  complete,  dependent  upon  the
geographic extent of the species and acknowledge that
the  speed  of  data  party  and  examination  in  logical

arrangement  can  be  altogether  extended  through  the
blend  of  AI  and  data  mining  methodologies  into
requested exploration and tackle perhaps the most huge
and testing research objections in logical classification
new species disclosure and develop an oddity revelation
structure  that  avoids  the  above  obstacle  of  spatial
significance.  Specifically,  present  another  significance
work,  kernelized  spatial  significance  (KSD),  which
describes the spatial significance in a component space
incited by a positive clear piece. 

In  [3]  et  al  presents  Analyze  a  novel  special  case
acknowledgment framework reliant on the possibility of
quantifiable profundities. Special case acknowledgment
procedures that rely upon quantifiable profundities have
been amassed in bits of knowledge and computational
math. These methods give a center outward mentioning
of  discernments.  Special  cases  are  needed  to  appear
more  plausible  in  outer  layers  with little  significance
regards  than  in  inner  layers  with  tremendous
significance regards. Significance based procedures are
absolutely data driven and keep an essential separation
from strong distributional assumption. Moreover,  they
bear  the  expense  of  characteristic  impression  of  the
educational  assortment  by  methods  for  significance
shapes for  a  low dimensional data space.  Regardless,
essentially of the current significance based procedures
don't scale up with the dimensionality of the data space.
For  example,  judgment  stripping  and  significance
shapes,  before  long,  require  the  estimation  of  d
dimensional  bended  bodies.  Since  every  discernment
from  an  instructive  file  contributes  ordinarily  to  the
assessment  of  significance  work,  spatial  significance
takes an overall examination of the educational file. In
this manner the abnormalities can be called as "around
the world" special cases. Regardless, lots of instructive
assortments  from  genuine  applications  show
progressively  touchy  structures  that  include
unmistakable evidence of special cases like their area,
i.e., "close by" peculiarities and expand an exemption
acknowledgment  improvement  that  avoids  the  above
constraint of spatial significance. In [4] et al presents an
irregularity  identifier  must;  clearly,  act  normally
generous  inside  seeing  the  peculiarities  it  ought  to
perceive.  As  a  key  appropriate  strength  standard,
present the disguising breakdown point (MBP), which
measures the division of test allowed to be pollutants
without some absurd oddity ending up being "hidden",
i.e.,  misidentified  as  a  non  exemption  and  use
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replacement contamination. The system changes an idea
introduced  and  using  Mahalanob  is  detachment  out
lyingness  with  the  spoiled  customary  model  and
development  type  soiling.  While  not  vague,
replacement  and  adding  up  to  breakdown  centers  is
writer  as  exercises  of  life  execution,  despite  the way
that changing in instinctual interest. In particular, start
and measure MBPs for four relative invariant distance
work,  considering  the  dug in  Mahalanob  is  partition,
half space, and projection profundities, and on another
"Mahalanob is spatial" significance starting late treated
in  Serfling.  The  last  has  a  change  retransformation
depiction to the extent the prominent "spatial" distance,
which is simply evenly invariant. 

II. PROPOSED SYSTEM 

In proposed, execute Spatial EM figuring for separating
microarray datasets. It is used to perceive pack region
from bundle quality datasets by utilizing solid zone and
scatter assessors in each M-venture. Prepared to address
emotionally  complex  structure  of  data.  A  significant
expansive practice for solid fitting of mixes is to revive
the fragment evaluates on the M-adventure of the EM
figuring  by  some  good  territory  and  scatters  checks.
Mestimator  has  been  considered.  It  used  least
covariance  determinant  (MCD)  assessor  for  pack
examination. Proposed the usage of S assessor. In this
article, we suggest relating spatial position based region
and disperse  assessors.  They are  extraordinarily  good
and  are  computationally  and  estimation  accomplice
more  capable  than  the  above  solid  assessors.  We
enhance a Spatial-EM count for amazing restricted mix
learning.  Considering  the  Spatial-EM,  controlled
exemption  area  and  independent  gathering  techniques
are  outlined  and  differentiated  and  other  existing
methods.

II. ARCHITECTURE DIAGRAM

Fig 1 Architecture diagram

Semi-supervised learning

AI  is  an  inside  examination  area  in  man-made
intellectual  prowess.  As  demonstrated  by  containing
checked data or unlabeled data in getting ready sets, the
sort  of  Machine  Learning  can  be  confined  into
independent  learning,  overseen  learning  and  semi-
coordinated learning. In independent learning, there is
only  some given  data,  and  we ought  to  find  the  hid
structure or law of the data through using a particular
learning  method.  Gathering  count  is  an  independent
learning system. In managed realizing, that data encases
the  imprint  which  shows the  plan  of  experiences.  Its
middle  proposal  is  to  procure  a  planning  alliance
including the component and name by means of getting
ready from named test, and this planning relationship
should  be  unsurprising  with  the  named  test.  Semi-
oversaw learning is the assessment base on AI starting
late.  It  is a learning methodology joining independent
learning  and  oversaw learning.  The basic  structure  is
using an enormous number of unlabeled data to help the
managed learning method improve sway. 

Semi-oversaw  learning  is  the  investigation  revolve
around  AI  starting  late.  It  is  a  learning  procedure
solidifying  solo  learning  and  directed  learning.  The
fundamental thought is using endless unlabeled data to
help the oversaw learning methodology make sway. In
semi-administered  learning,  there  are  named  dataset
L={(x_1,y_1 ),(x_2,y_2 ),… (x_l,y_l )} and unlabeled
dataset U={x_1^',x_2^',… .,x_u^' }. Presently, we hope
to get a capacity f:X→Y which could precisely foresee



the mark y for  the given x.  Here x_i,x_j^'∈X is a  d-
dimensional  vector,  and  y_i∈Y  is  the  name  of 〖
x〗_i.In expansion, l and u are the quantity of tests that
L and U control. The point of view in proposing semi-
coordinated  learning  technique  is  that  the  unlabeled
data can verifiably help recover  the introduction of  a
count on a fundamental level. 

EM ALGORITHM

EM  assessment  has  been  shown  to  meet  to  most
extraordinary likelihood assessment (MLE) of the mix
boundaries  under  delicate  conditions.  The  previous
straightforward  achievements  make  Gaussian  mix
models notable. Regardless, a most basic impediment of
Gaussian  mix  models  is  their  nonappearance  of
solidarity  to  inconsistencies.  This  is  easily  grasped
considering  the  way  that  increase  in  likelihood work
under  a  normal  Gaussian  spread  is  proportionate  to
finding  the  least-squares  game  plan,  whose
nonattendance of intensity is eminent. In adding up to,
from  the  viewpoint  of  ground-breaking  information,
using plot mean and test covariance of each part in the
M-venture  raises  the  affectability  ruckus  since  they
have the most insignificant likely breakdown position.
Here the breakdown point is a transcendent quantitative
strength measure proposed by Donohue and Huber. For
the most part trade, the breakdown position is the most
un-little bit of "terrible" data centers that can deliver the
assessor farther than any cutoff.  It is clear to see that
one  point  kxk!  1  is  adequate  to  pulverize  the  model
mean  and  test  covariance  grid.  As  such,  their
breakdown  point  is  1=n.  As  an  exceptional  decision,
mixes of  t-appointments  have  been  used  for  showing
data  that  has  more  broad  tails  than  Gaussian's
clarification.

III. MODULES

 Datasets Acquisition

 Median Estimation

 Rank based scatter

 Random Forest Approach

 Support Vector Machine

 Evaluation criteria

IV. MODULES EXPLANATION

a) Datasets Acquisition

In this module, move the datasets. The dataset might be
microarray  dataset.  A  microarray  data  set  is  storage
facilities  encase  microarray  quality  explanation  data.
The key use  of  a  microarray  information base  are  to
accumulate  the  assessment  data,  direct  an  open
rundown, and construct the data conceivable to various
applications  for  treatment  and  comprehension.  Data
pre-getting ready is a fundamental walk around the data
mining  measure.  The  articulation  "garbage  in,  refuse
out" is  for the most part  relevant  to data mining and
machine  adventures.  Data  gathering  strategies  are
consistently  shakily  controlled,  happening  in  out-of-
broaden  values  vast  data  blends,  missing  norms,  etc.
Separating data that has not been watchfully screened
for  such  challenges  can  create  misleading  results.
Hence,  the display and nature of estimations is  as an
issue  of  first  significance  before  affiliation  an
examination.  Regardless,  for  the present  circumstance
there  is  a  ton  of  separated  and  abundance  in  plan
present or boisterous and conflicting data, by then data
revelation  during  the  arrangement  stage  is  extra
problematical.  Data  arranging  and  filtering  steps  can
take huge proportion of distribution time.

b) Median Estimation
To  deal  with  the  effect  of  inconsistencies  in  pack
assessment to consider the Spatial EM gathering which
replaces  the  squared  Euclidean  detachments  in  the
objective limit of the k-infers bundling with undeniably
the  Euclidean  divisions.  In  spatial  EM,  can  examine
consideration  of  the  data  prior  to  gathering  begins.
Additionally,  propose  a  count,  which  modifies  the
nearest  centroid  orchestrating  and  the  trade
computation, of the spatial medians grouping. It has two
unquestionable  stages:  one  of  moving  an  article
beginning with one gathering then onto the following
and the other of  amalgamating the single part  bundle
with it's the nearest gathering. Given a starting package,
each possible trade is attempted in this way to check
whether it  would improve the advantage of collection
measure.  Exactly when no further trades can improve
the premise regard, each possible mixture of the single
part  pack  and  various  gatherings  is  attempted.  The
mixture  of  the  single  part  bunch  should  be  executed
with  the  unit  of  a  thing  which  is  far  from  its  pack



centroid when it is viewed as profitable. Right when no
further  combinations  give  an  improvement,  the  trade
stage is returned and gone before until no more trades
or mixtures can improve the gathering measure regard.
In this module, can learn the mean characteristics  for
each quality features.

c) Rank based scatter
In  this  module,  can  make  scatter  system  subject  to
center  characteristics  that  are  deduced  by  gathering
computation.  By  then  create  scatter  structure  and
reflecting  as  within  bundle  disseminate,  the  between-
bunch  disperse  and  their  summation  the  supreme
disseminate cross section. The determinant of a scatter
network  generally  exercises  the valuable stone of  the
dispersing volume. Moreover, restricting this measure is
proportionate  to  both  restricting  the  intra-pack
disseminate  and  boosting  the  between  bunch  scatter.
Considering scatter  system, portrayal  is  acted in after
modules. Mix model-based batching is perhaps the most
standard  and  productive  performance  learning  moves
close.  It  bears  a  probabilistic  gathering  of  the
estimations to the extent the fitted back probabilities of
enlistment of the mix parts concerning the bundles. A
through and through bundling can  be  as  such got  by
dispensing each discernment to the part to which it has
the most raised fitted back probability of having a spot.

d) Random Forest Approach

In choice tree estimation of Random Forest, the tree is
growing energetically  with online reasonable practice.
Irregular  timberland is an expansive change of firing.
Each  tree  of  Random  Forest  is  created  can  be  give
nuances  as  follows:  Suppose  planning  data  size
containing N number of records, by then N records are
examined capriciously anyway with substitution, from
the primary data,  this is known as bootstrap test near
with M number of characteristics. This blueprint will be
used for the arrangement set for raising the tree. If there
are  N  input  factors,  a  number  N  is  picked  with  the
ultimate objective that at each center point, n factors are
selected aimlessly from N and the best part on this m
credits is used to part the center point. The assessment
of m is held predictable all through boondocks creating.
The  decision  tree  is  made  to  the  greatest  degree
possible. A tree structures "in pack" dataset by looking
at with substitute constituent from the planning position
〖 x〗_i. Moreover, l and u are the quantity of tests that

L  and  U  contain.  The  explanation  behind  proposing
semi-managed  learning  strategy  is  that  the  unlabeled
information  can  without  a  doubt  help  improve  the
exhibition of a calculation in principle. 

Support vector machine 

Backing vector machine is an AI system subject to VC
estimation  and  assistant  peril  minimization  and  is  a
specific  affirmation  for  real  learning  theory.
Considering  from  the  learning  approach,  SVM  is  a
controlled learning methodology. The basic speculation
of SVM is to find an ideal portrayal hyper plane which
meets the requirements of request. As shown as follows,
the  solid  dull  bits  address  one  class  of  test,  and  the
white touches address another. H is the course of action
hyper plane. H1 and H2 is the plane which contains test
centers and have the closest partition with the request
hyper  plane.  H1  and  H2  are  comparing  to  H.  The
division including H1 and H2 is call as most outrageous
edge. The ideal portrayal hyper plane of SVM requires
separating the models precisely, yet also enhancing the
edge. Those model centers restricted in H1 and H2 are
reinforce vector. 

Let  (x_i,y_i  ),i=1,2,…  ,1,x∈R^n,y∈{±1}  indicate  the
example dataset, where yi is the mark. Additionally, let
the hyper plane be signified as(w.x)+b=0. At the point
when the two classes are straightly distinguishable, the
ideal characterization hyper plane can be summed up to
tackle quadratic programming issues as follows: 

min┬(w,b)⁡〖1/2 ‖w‖^2 〗

s.t y_i (w.x_i+b)≥1, i=1,2,… l 

The  ideal  request  hyper  plane  discussed  and  handled
above is in the immediate case. For the nonlinear case,
part  works  which  guide  input  vector  to  high-
dimensional  segment  vector  space  are  used  to  help
SVM develop the ideal  course of action hyper plane.
The ideal portrayal decision limit can be made as: 

f(x)=sgn(w.ϕ(x)+b) 

Here, ϕ(x) is the planning of x from input space R^n to
include space. By using part work, it avoids to measure
in  high-dimensional  space,  since  it  simply  needs  to
mind  the  inward  thing  movement  between  input
vectors. From the more important than arrangement, we
can find that the name information of tests is used in
figuring, which is the key of coordinated learning. In



managed learning,  we consistently  need  to obtain the
planning relationship close by the part and imprint by
means of getting ready from named test. 

Evaluation criteria

In this module, the introduction of the proposed semi-
directed  estimation  is  comprehensively  differentiated
and  that  of  some  current  oversaw  and  independent
quality packing and quality decision computations. To
separate the presentation of different computations, the
experimentation  is  done  on  microarray  quality
verbalization  enlightening  lists.  The  huge  estimations
for evaluating the presentation of different figurings are
the class uniqueness rundown and game plan exactness
of  K-nearest  neighbor  rule.  The  proposed  structure
gives improved precision rate in quality request. 

RESULT AND DISCUSSION 

CONCLUSION AND FUTURE WORK

Current  DNA  microarray  propels  have  completed  it
liable to watch understanding  degree  of an enormous
number  of  characteristics  in  planning.  Quality
explanation  data  created  by  microarray  tests  offer
colossal impending for progress in nuclear science and
purposeful genomics. This paper minded both old style
and  starting  late  made  gathering  counts,  which  have
been applied to quality explanation data, with promising
results.  The  proposed  semi-coordinated  spatial  EM
gathering  figuring  relies  upon  assessing  mean
characteristics  and  scatter  matrix  using  the  new
quantitative  measure,  whereby  reiteration  among  the
attributes is cleared. The packs are then overwhelming
consistently subject to test gathering. The show of the
proposed figuring is differentiated and that of existing
regulated  EM  quality  assurance  estimation  with
precision rate. A colossal decision is that the organized
semi-coordinated  gathering  computation  is  introduced
to  be  successful  for  see  naturally  groundbreaking
quality packs with remarkable farsighted limit. 

FUTURE WORK 

In future, can stretch out the work to execute this idea
with  multi  grouping.  The  multi  characterization  is
utilized  to  distinguish  the  illnesses  with  different
seriousness levels and suggest the solution subtleties. 
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