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ABSTRACT 

The Financial data series, to mimic the excessive fluctuation, is near a hard type of 

statistics on some imitation of prediction. To all about the rumors, through the additional 

elements of the next within the range of available communication network, various forms of 

data, the fluctuations, production companies are effectively related inventory, equipment, and the 

need to use the personnel to increase the kind of financial information  delay, to enhance its 

product. Businesses use the ratio of currency that is similarly based on the evaluation of the 

business. While maintaining the data level business's effectiveness, these ratios have been 

implemented based on a study to determine to integrate into an industrial process properly. 

Previous algorithm for Long Short Term Memory (LSTM), then Gated Recurrent Unit (GRU); in 

particular, will concentrate on certain types of twin networks. The former is the case of many, 

series is predicted, the second is the difference between excellent large newborns and offer 

original. To analyze the application of special neural networks, especially Recurrent Neural 

Networks (RNNs). In the forecasts gathered in the causal era, the structure of high-risk economic 

variables creates the motivation behind using multivariate relevant data.Previous algorithm 

supported GRU after, empirical results are particularly suitable for use because mimicking the 

performance of coach era. The LSTM reproduces them with the same accuracy. Since the 

clinical data set of the real world has not yet been shown to the synthetic data set, but the 

reliability is high, also, due to the use of the absence of a value of between series analysis, the 

data collection of artistic expression even in a state, the classification task of periodic sequence 

to provide useful insights experiments. 
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1. INTRODUCTION 

Data mining algorithms hidden in the currency industry and future formats and 

procedures to remove also been used to predict. General information on the progress of this type 

of mining, especially in currency of information that can be measured with high recurrence, 

numerical values and the need for artificial mental practices. Due to other people's order because 

of the organisms, the fact that Earth science from the medical, anywhere in astronomy, has been 

used for many practical purposes. Inevitably, such scientific activities, citing costs, due to the 

lack of unusual trouble, and observation, carries them as soon as due to the above reasons. These 

lack a normal part of the people is so much value, shortages and patterns of values, and nasty has 

to offer (for example, the classification of the era of the sequence) statistical data about the target 

label of monitoring discipline task rich information. 

The illustrate this idea, substitute for is lacking in age series per hour as the recording has 

a large data set of the real world's health. It plots the Pearson correlation coefficient of unstable 

shortage rate, some examples, company's profits. The watches virtue associated with a deficiency 

of labels, then the dose in the absence of a variable along the vile missing rate is usually let's fast 

correlated with a label (either high-definition or negative). 

In the worst case, since each patient is useful, related variables lack in speed. It is 

variable between the observation of additional repeat set of data and is extra convenient. These 

results indicate the suitability of the cluttered and models to solve the clear task. 

In the past few decades, a considerable number of the method has been improved based 

on the lack of address of the value in the day's series. A simple way is to omit the lack of 

imitation of information. Still, it is to mimic the famous data for only the analysis, it is now, does 

not grant the appropriate overall performance, and lack of the degree is still high, has been 

insufficient sampling is held. Another solution is consistent with the missing values along with 

the replacement value, such as such accepted data assignment. Because are used widely, 

smoothing, interpolation, spline method is not as simple and effective. These techniques, 

functional, cannot capture the correlation between the changes. It may not be able to capture a 



complex pattern for collection. A variety of complementary technologies are thriving based on 

the lack of data for the higher calculation. 

2. RELATED WORK. 

It has attracted a lot of interest in searching for the encryption algorithm of multi-level 

distributed storage for currency and economic management [1]. Mixed with periodic change 

Restriction Law in optimizing encryption of management data storage tank of money, finance 

and financial management information storage encryption community approved crypto map, 

realization, money, multi-level distributed storage tank of economic management database It 

requires a study of the encryption algorithm. This is about the statistics on the majority of the 

subjects' size in safe storage [2]. 

Traditionally, a data storage statistics chronic inner planets of calculating the economic 

management money encryption in an environment where the arithmetic coding encryption is not 

complete. Through the engine computing environment of birds for entry model data, small code 

is encrypted, and then a linear encryption technology has been loosely employed [3-5]. For the 

design of the encryption algorithm for storing data of money and money drugs records, the 

construction of the fact that money and currency control is stored is encrypted by the public, 

arithmetic coding techniques chaotic, It is based on the actual storage information for the 

financial and currency management for encryption [6]. 

With Artificial Intelligence techniques, physical preferred, but statistical methods, the 

human body model is rigid [7]. The method then Support Vector Machine (SVM) [8], are used to 

distinguish the Artificial Neural Network (ANN) [9], [10]. In general, ANN of fashion is to 

generalize, will retain the ability to manage a complex non-linear relationship. Such 

Convolutional Neural Network (CNN) [11] Recurrent Neural Network RNN, as such Simple 

Recurrent Neural Network (SRNN) in particular, the deep disciplinary technique [12]. 

The commented on the structure of the bulky distribution function, compared with the 

imitation of the listed research technology, RNN has been a concern. Also, it does not comment 

on the historical rules of the weight that has been stored in the level of technology that has been 

learned. [14-15]. 

 



3. IMPLEMENTATION OF THE PROPOSED METHOD. 

Assembled formations, Recurrent Neural Networkstructure, will be introduced to one of 

the non-stop air layers. After it should help avoid becoming localized, it has been designed to 

reduce the volume of steady on financial information or parameters. A small sliding window that 

is consistent with the pool bed cord layer. At a low cost has been compressed to the maximum 

charge unique near the convolution function and beyond this area based on production on 

financial information area. 
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Figure 1 architecture of the proposed method financial level analysis through 

recurrent neural-based multivariate data selection algorithm. 

 

 The fully associated seam figure 1 is applied to, then compile a layer by the alignment 

result between the convolution layer's estimation results. The potential function of discount 

feature extraction to learn well together will be docked to the completely relevant layer. 

3.1 Data Set 

 In this plan, the three stock indexes, of the three demand of things more symbolic one as 

a data set, will continue to select the market category. Eight years of age has been collected in 

this data set. In the real world, the country of thinking can influence the further validity of model 

predictions. After building the conditions, this will leave a useful model and choose the market 

situation's abnormal data set. 

3.2 Modern monetary markets. 

 Modern financial markets are the chaotic, completely unpredictable structure, with its 

unstable function, based on the non-linearity, is suitable. Therefore, because there is a stock 

market of calculation, following some of the age of many years, it has been the most challenging 

and is considered a sequence of both the prediction of the ongoing investigation. Today, the 

target of economic forecasting is developing rapidly. There is information about the money, but 

about the importance of the traders' supply and the traders of the statistical information. In this 

section, each model's performance is discussed from the point of view of re-evaluation of 

continuous experience. 

3.3. Prediction Approach 

 Data is a branch: Education movie shows the human model has been imitated not been 

updated the model parameters, it is several attempts in the cause, would stand aging, and to 

compare the facts, because it uses the data of imitation optimization model, the part is chronic 

prediction. For all methods, 90 percent of the record, according to the trends of production RNN 

method fully supported, the elderly, after the statistics, is 10 percent. According to the chronic 

take, look at the model's performance. The sixth aspect, the three-way unique demand index, 



shows that it is a price of ". Based on this figure, need to advise that the has reached the 

expectations that are not static in production level of markets. For fixed-term of the series is that 

there is a need-based on a lie; because of the heavy learning method, it is negative at that 

location. After the prediction and support for financial information section functions, for all the 

technology in this article, a part of the data set written below the previous election, the input 

variables for describing the relationship between the indexes it has been used as, outdated in the 

future. 

3.4 Predictive Performance 

 This part will be introduced based on the measurement of the accuracy's continuous 

purpose of exploring the four dedicated model performance. Since the prediction performance is 

measured for each model, such as such Mean Absolute Percentage Error (MAPE), Root Mean 

Square Error (RMSE), and thenthe Correlation Coefficient. Of the three indicators, the amount of 

MAPE measurement error, as far as possible several common errors as friends, consider the true 

value of the estimated mean value of the error of RMSE measures the average rectangle. R 

studio for data mining tools for analysis the production information is about the pardon of linear 

effort in the Twain variable. Here, this model will play a good role in a small MAPE and RMSE. 

Series have been estimated that mimic the similarity of the big genuine series R. 

3.5 Recurrent Neural Network 

 The Recurrent Neural Network (RNN) idea is to enter the statistics no longer does not 

mean independent of each other. Knowing the previous iteration "information selection, to 

improve estimation accuracy. The contract is established; it is necessary to predict the next word; 

for example, it reflects the deliberations. Having the first to speak capacity to meet the severity to 

improve prediction. Recurrent Neural Network, using the previous calculation concept, as a 

sequence, and run all the company's problems. In other words, it is such, so far touched record of 

pre-emption as dedication have, should be based on. In practice, however, loss of the gradient is 

a common problem in deep learning. Because of the death gradient problem of RNN, it will look 

simple without going through a lot of steps. Disillusionment gradient is not one of the kinds of 

RNN of imitation, but it remained compliant with the network's small depth than the length of 

the exclusion statement. 



Multivariate Data Selection Algorithm Steps 

 For execution retaining, basic algorithms used in applying the neural community model is 

as follows. Real-time Recurrent Learning (RTRL) Long Short-Term Memory (LSTM). Input 

information (𝑣1, ..., 𝑣) Using the input sequence, calculate the sequence with the output vector z 

of hidden states according to an algorithm using the RNN. 

For beyond one after T work 

RTRL =product graph 

Value commend after RTRL. 

LSTM == values are equal 

Predictive Performance --- Multivariate Data Selection Algorithm for supported. 

Production Databased Financial Level is active. 

End because 

4. RESULT AND DISCUSSION 

 About three one-of-a-kinds of the category result of the sum of the experience of all of 

the methods of price data set of an index. The overall performance is shown in bold. The human 

body model is beyond the other three models of the more overall in the index. The model in a 

multi-economy era series prediction will need to obtain a better performance to express this 

concern. Caution mechanism, the additional performance has a prediction specific activities to 

have a greater impact and need to be assigned. 

 

 

Table 1 proposed simulation parameters 

Parameter Value 

Programming Language Python 

Tool Anaconda 



Domain Data Mining 

Network Support Production Databased Financial Level 

Cloud Amazon services 

 The MLP model has dragged down the overall performance of the three data sets. MLP 

alone, because it is a simple nerve of the community with many fully connected layers, is a 

general. Monitors this simple styling, it is expected that the plurality of time-series models. The 

Data Set (DS) mannequin model's data set properly be represented to increase the short-term 

money market. The financial data set MDSA have the ideal choice. 

  

Figure 3. Compare the different algorithm 

 At the end of the result, a set level 3, the result of a shared desire shown in the damage 

process, the story of a small print data set, the algorithm parameter settings, the method of 

evaluating the overall performance, comparative evaluation of the algorithm. Also, the best 

execution attempts C-AMDATS(Acid Mine Drainage Abatement Time Series), after 20% of the 

23%, RRCF-Robust Random Cut Forest potential exchange MDSA to only 62% is considered to 

be based on the overall monetary application's overall performance. 

0

10

20

30

40

50

60

70

1 2 3 4

O
ve

r 
al

l P
er

fo
rm

a
n

ce
 in

 %

Compare of different algorithm

C-AMDATS RRCF MDSA



  

Figure 4 Time of performance 

 The main purpose of the process, the connection structure between nodes, a Recurrent 

Neural Network (RNN), is to have a synthetic neural network shown between the side surfaces 

of the directed graph to the next civil sequence it is to integrate. It is this kind of fake, can 

indicate the potential behavior of civilians. RNN from an above neural network beyond the 

dinner can be adapted to use a sequence of replacement length of the input processing and its 

intimate method (memory). The overall share of time and overall performance is based on a 

complete review based on the Then, between 20 percent between MDSA and RCF excellent 40% 

and algorithms, except AMDAR for 30% of the current algorithm. 
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Figure 5 Error Rate financial reports in recurrent neural. 

 The results are shown in Figure 5. Collectively called polynomial neural society, a fresh 

Recurrent Neural Network (RNN) community prediction model in the wrong output feedback. 

The average investment of self-regressive moving means: RNN is important for the two types of 

input. 20% or more regulations proposed that the MDSA population is based on the old, 

represented by a set of a delayed variable in use recently, incorrect input layer to protection 

communities. The system represents it.The overall share of error detection production financial 

section and overall performance is based on a complete review based on the Then, between 20 

percent between MDSAand RCF excellent 40% and algorithms, except AMDAR for 35% of the 

current algorithm 

5. CONCLUSION 

 In response to this conclusion, improving the proper way of financial records prediction 

to advance the phrase of the non-linear self-regression model has analyzed the transaction speed. 

An account of the tasks, the standard regression neural network, comprises three recurrent neural 

networks, then it has been an outdoor cascade connection. After evaluating the performance of 

the technology, has proposed a long sequence associated test, the result is a vector neural 

network of the inspection, leading us to conclude that it is superior to those of normal. The effect 

obtained in the experiment is very encouraging. It has expanded the calculation of teaching 

methods and large-scale, complex enumeration, the effect of attachment of education between 
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the current education method. Among the possible extension, so we're going to consider the data 

to be accessed by financial model, empirical symptoms or more representation, some of the data 

mining technique is based on the algorithm to get a big right. The last shared age's overall 

performance based on the existing algorithms for the evaluation ratios of 30% with AMDAR is 

some excellent MDS within 20% of the algorithm and in RCF 40%. 
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